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LARGE PRE-TRAINED MODELS FOR DOD AI

Large Pre-Trained
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TASKS

Visual

• Open-set object detection
• Scene segmentation
• …

Robotics

• Localization, Mapping
• Navigation, Manipulation
• …

Language

• Summarization
• Q&A, Planning
• …

• LPTMs (e.g., GPT-4) have shown remarkable emergent capability relevant to multitude of DoD use cases
• They are trained on large quantities of unlabeled data (scale + self-supervision) and adapted to downstream 

tasks (transfer learning)
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LARGE PRE-TRAINED MODELS FOR DOD AI

• LPTMs (e.g., GPT-4) have shown remarkable emergent capability relevant to multitude of DoD use cases
• They are trained on large quantities of unlabeled data (scale + self-supervision) and adapted to downstream 

tasks (transfer learning)
• Old paradigm consists of training specialized models on labeled (real/synthetic) datasets 
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LARGE PRE-TRAINED MODELS FOR DOD AI

Large Pre-Trained Models

adapt

adapt

adapt

Finetune on DoD Data

Visual Tasks

• Open-set object detection
• Scene segmentation
• …

Robotics Tasks

• Localization, Mapping
• Navigation, Manipulation
• …

DoD Model

Language Tasks

• Summarization
• Q&A, Planning
• …

• LPTMs (e.g., GPT-4) have shown remarkable emergent capability relevant to multitude of DoD tasks
• They are trained on large quantities of unlabeled data (scale + self-supervision) and adapted to downstream 

tasks (transfer learning)
• LPTMs introduce novel paradigm for AI systems where starting point are these models
• ARL hosted scientific meeting on opportunities, challenges and applications of LPTMs (Nov 14-16, 2023)

– Broad engagement from DoD (e.g., Army, Air Force, Navy, CDAO, OUSD R&E), Academia (e.g., MIT, Stanford, UW, UC Berkeley), and 
Industry (e.g., Microsoft, Google, NVIDIA, Meta, Scale AI)
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BUILDING DOD, INDUSTRY, AND ACADEMIA RESEARCH ECOSYSTEM

What is the role of DoD?

What is compute infrastructure to support this ecosystem?



UNCLASSIFIED

UNCLASSIFIED

RESEARCH CHALLENGES

Large Pre-Trained Models

adapt

adapt

adapt

Finetune on DoD Data

Visual Tasks
• Open-set object detection
• Scene segmentation
• …

Robotics Tasks
• Localization, Mapping
• Navigation, Manipulation
• …

DoD Model

Language Tasks
• Summarization
• Q&A, Planning
• …

Multimodal not just language

Knowledge distillation

Deployment at the edge

Data starvation, continual learning 
& synthetic data

Adaptation & finetuning

Interpretability

AI safety & alignment

System-of-systems

Data provenance & hallucinations

Benchmarking

Reasoning & Scientific Experimentation
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MULTIMODALITY

• Biological systems (e.g., children) learn rich multimodal knowledge about world
• Multimodal latent representations lead to robustness and generalization in novel tasks
• Research needed on methods to get multimodal data and train/compose multimodal models
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MULTIMODALITY

• Multimodal models will enable open-world perception, reasoning, and action capability
• First generation of multimodal models is becoming available (e.g., GPT-4v and Gemini)
• But, still unlikely to meet all DoD’s multimodal needs (e.g., physics-based grounding missing)

Large multimodal model with 
unified latent space
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MULTIMODALITY

• Multimodal models will enable open-world perception, reasoning, and action capability
• First generation of multimodal models is becoming available (e.g., GPT-4v and Gemini)
• But, still unlikely to meet all DoD’s multimodal needs (e.g., physics-based grounding missing)
• Given diversity of ecosystem, essential to research modular composable architectures

ARL-MIT Collaboration
Prof. Antonio Torralba

Gu et al. ConceptGraphs: Open-Vocabulary 3D Scene Graphs for Perception and Planning, ICRA 2024, https://concept-graphs.github.io/

https://concept-graphs.github.io/
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KNOWLEDGE DISTILLATION & DEPLOYMENT AT THE EDGE

• Deploying LPTMs at the edge is problematic due to compute and communication limitations
• Symbolic knowledge distillation aims to create smaller models, from LPTMs, with similar performance

LPTM

Requires access 
to internet

LPTM

Symbolic Knowledge Distillation
+

Task Subset Specialization
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KNOWLEDGE DISTILLATION & DEPLOYMENT AT THE EDGE

• Deploying LPTMs at the edge is problematic due to compute and communication limitations
• Symbolic knowledge distillation aims to create smaller models, from LPTMs, with similar performance
• Recent methods show that LPTM-guided distillation can outperform human-guided distillation, even 

leading to improvement in performance when compared to larger teacher model

Prof. Yejin ChoiGPT-3
175B params

COMETdistill

~400M params (400x smaller)
TASK: Commonsense causal reasoning

ATOMIC10x

Knowledge Model
Automatically trained from GPT-3

West et al. Symbolic Knowledge Distillation: from General Language Models to Commonsense Models, NAACL 2022
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DATA STARVATION, CONTINUAL LEARNING & SYNTHETIC DATA

• High quality data leads to high quality LPTM output
• We are reaching the limits of available data – how do we ensure LPTMs can continuously adapt?

1 | Larger models attain better realism

2 | Generative data can be traced to data samples

3 | Reaching limits of existent data, especially for robotics
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DATA STARVATION, CONTINUAL LEARNING & SYNTHETIC DATA

• High quality data leads to high quality LPTM output
• We are reaching the limits of available data – how do we ensure LPTMs can continuously adapt?
• Synthetic data offers opportunity to create high quality data, including generated by LPTMs
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DATA STARVATION, CONTINUAL LEARNING & SYNTHETIC DATA

• High quality data leads to high quality LPTM output
• We are reaching the limits of available data – how do we ensure LPTMs can continuously adapt?
• Synthetic data offers opportunity to create high quality data, including generated by LPTMs

At inference, generalizes to real images and human-written instructions

Prof. Alexei Efros

Brooks et al. InstructPix2Pix: Learning to Follow Image Editing Instructions, CVPR 2023
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DATA STARVATION, CONTINUAL LEARNING & SYNTHETIC DATA

• High quality data leads to high quality LPTM output
• We are reaching the limits of available data – how do we ensure LPTMs can continuously adapt?
• Synthetic data offers opportunity to create high quality data, including generated by LPTMs
• Continual learning will further rely on self-supervision + interactive world exploration

+Self-Supervision
Multimodal redundancy provides 

knowledge about the world

Exploration
Autonomous interactive exploration of 

environment leads to self-learning
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INTERPRETABILITY & SCIENTIFIC EXPERIMENTATION

• Explaining LTPM behavior is challenging, but LPTMs also enable autonomous interpretation
• LPTMs are increasingly capable of generating and evaluating hypotheses, using tools and showing 

the kind of reasoning seen in scientific experimentation
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INTERPRETABILITY & SCIENTIFIC EXPERIMENTATION

• Explaining LTPM behavior is challenging, but LPTMs also enable autonomous interpretation
• LPTMs are increasingly capable of generating and evaluating hypotheses, using tools and showing 

the kind of reasoning seen in scientific experimentation
• These capabilities enable a new generation of modular, flexible general interpreters

Prof. Antonio Torralba
What does unit X 
in this unknown 
network do?

GPT-4v 
Backbone

Schwettmann et al. FIND: A Function Description Benchmark for Evaluating Interpretability Methods. NeurIPS 2023
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INTERPRETABILITY & SCIENTIFIC EXPERIMENTATION

• Explaining LTPM behavior is challenging, but LPTMs also enable autonomous interpretation
• LPTMs are increasingly capable of generating and evaluating hypotheses, using tools and showing 

the kind of reasoning seen in scientific experimentation
• These capabilities enable a new generation of modular, flexible general interpreters

Prof. Antonio Torralba
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• Explaining LTPM behavior is challenging, but LPTMs also enable autonomous interpretation
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INTERPRETABILITY & SCIENTIFIC EXPERIMENTATION

• Explaining LTPM behavior is challenging, but LPTMs also enable autonomous interpretation
• LPTMs are increasingly capable of generating and evaluating hypotheses, using tools and showing 

the kind of reasoning seen in scientific experimentation
• These capabilities enable a new generation of modular, flexible general interpreters

Prof. Antonio Torralba

Initializes search by 
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over large real 
datasets

1
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SYSTEMS-OF-SYSTEMS & GENERAL AI

• Should we expect general intelligence to emerge from learning to predict next multimodal tokens? Is 
scaling all you need? Unlikely

• Many biological systems learn general commonsense knowledge before they learn about language. 
World models play more pervasive role in our probabilistic thinking

• Language is interface between utterances in context and distributions over internal probabilistic 
language of thoughts. Language plays important role in world modeling

• LPTMs central but only one piece in broader general AI system Prof. Joshua Tenenbaum

Wong et al. From Word Models to World Models, arXiv 2023
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BENCHMARKING

• Great benchmarks help measure progress and inspire novel solutions
• Recent benchmarks aim to support holistic evaluation of LPTMs
• HELM is a comprehensive benchmark for evaluation of multimodal large models

Prof. Percy Liang

Liang et al. Holistic Evaluation of Language Models, arXiv 2023
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BENCHMARKING

• Great benchmarks help measure progress and inspire novel solutions
• Recent benchmarks aim to support holistic evaluation of LPTMs
• HELM is a comprehensive benchmark for evaluation of multimodal large models

Prof. Percy Liang

Multimodal Interaction

Autonomous Agents
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AI SAFETY & ALIGNMENT
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AI SAFETY & ALIGNMENT

• AI Misalignment = Mismatch between AI behavior and human intentions
– Humans specify what they want through feedback (rewards) and natural language instructions
– How can we prevent bad actors from using capabilities to launch (cyber, bio, etc.) attacks?
– How do we prevent loss of control of AI (e.g., due to unexpected self-preservation objectives)?

• Research on countering superhuman AI
– AI to defend against AI
– Defense harder than attack
– Cooperation with allies, multiple perspectives, efficiency through independent research directions

• Powerful AIs must be under democratic governance
– Avoid single point of failure
– Prevent single corporation, corporation or government from accruing too much power
– Non-profit government-funded research labs to avoid conflicts with economic interests
– Broad ecosystem: Government alone too rigid, need startup-like environment

Prof. Yoshua Bengio
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DOD COMPUTE INFRASTRUCTURE

Large Pre-Trained Models

adapt

adapt

adapt

Finetune on DoD Data

Visual Tasks
• Open-set object detection
• Scene segmentation
• …

Robotics Tasks
• Localization, Mapping
• Navigation, Manipulation
• …

DoD Model

Language Tasks
• Summarization
• Q&A, Planning
• …

Multimodal not just language

Knowledge distillation

Deployment at the edge

Data starvation, continual learning 
& synthetic data

Adaptation & finetuning

Interpretability

AI safety & alignment

System-of-systems

Data provenance & hallucinations

Benchmarking

Reasoning & Scientific Experimentation

Compute Infrastructure
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DOD COMPUTE INFRASTRUCTURE

• LLMs improve as a power-law with model size, training 
data, and amount of compute used for training
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DOD COMPUTE INFRASTRUCTURE

Emergent 
capabilities

Novel 
architectures

• LLMs improve as a power-law with model size, training 
data, and amount of compute used for training

• Most architectural advances under 10,000 petaflops (e.g., 
transformers) but most capability advances above 10 
million petaflops (~600 H100 GPUs)

• If we want independent leading DoD ecosystem, we need 
multi-tiered computing infrastructure for AI R&D
– Team-level: priority access for research team (40 H100 GPUs)
– Institution-level: Cluster for Service Lab or University (10,000 

H100 GPUs)
– National compute hubs: Access to variety of researchers for 

cross-institution large scale projects (100,000 H100 GPUs)
– New-frontiers hub: Beyond Executive Order threshold (1026 

flops). International collaboration. Investment like other large-
scale projects for Humanity (e.g., Hadron Collider, ~$5B) (1 
million H100 GPUs)

• Consistent with NAIRR proposal (but expands it)
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CONCLUSIONS

• LPTM provide a powerful new paradigm for DoD AI with broad implications for simpler (e.g., text 
summarization) to complex use cases (e.g., open-ended world reasoning)

• DoD must lead collaborative research on core areas that cut across use cases
– DoD technical parity with Academia and Industry is central to achieving U.S. strategic interests in AI
– Service labs should play a central role in this endeavor

• Research focus on opportunities and risk mitigation
– Work closely with transition partners for multitude of use cases

• Major investment in compute infrastructure is needed to support DoD ecosystem for AI R&D
– Multi-tiered approach at team, institution, National, and international levels. How do we handle changing 

hardware requirements? How do we share compute across DoD, Academia, and Industry?

Large Pre-Trained Models

adapt
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Finetune on DoD Data

Visual Tasks
• Open-set object detection
• Scene segmentation
• …

Robotics Tasks
• Localization, Mapping
• Navigation, Manipulation
• …

DoD Model

Language Tasks
• Summarization
• Q&A, Planning
• …

Interpretability

AI safety & alignment
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Multimodal not just language
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